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#### Abstract

A truncation error analysis is performed for models based on the lattice Boltzmann (LB) equation. This analysis involves two steps: the recursive application of the LB equation and a Taylor series expansion. Unlike previous analytical studies of LB methods, the present work does not assume an asymptotic relationship between the temporal and spatial discretization parameters or between the probability distribution function, $f$, and its equilibrium distribution, $f^{\text {eq }}$. Effective finite difference stencils are derived for both the distribution function and the primitive variables, i.e., density and velocity. The governing partial differential equations are also recovered. The associated truncation errors are derived and the results are validated by numerical simulation of analytic flows. Analysis of the truncation errors elucidates the roles of the kinetic theory relaxation parameter, $\tau$, and the discretization parameters, $\Delta x$ and $\Delta t$. The effects of initial and boundary conditions are also addressed and are shown to significantly affect the overall accuracy of the method.
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## 1. Introduction

The lattice Boltzmann (LB) method was originally developed as a natural extension to the lattice gas method for modeling fluid flow based upon kinetic theory [3,17-19,29]. These fluid flow models have been used to simulate formidable problems such as flows of suspensions [26] and porous media flows [28,35]. Additionally, LB models have been developed to simulate multiphase and multicomponent flows [12,20,33,36].

Conservation equations in the LB method are formulated in terms of intermediate variables, $f_{j}$. These intermediate variables propagate in discrete lattice directions, $\mathbf{w}_{j}$, and evolve according to the lattice

[^0]Boltzmann equation. Here, the focus is placed on the most common form of the LB equation, which uses the Bhatnagar-Gross-Krook [4] model:

$$
\begin{equation*}
f_{j}\left(\mathbf{x}+\Delta x \mathbf{w}_{j}, t+\Delta t\right)=f_{j}(\mathbf{x}, t)-\frac{1}{\tau}\left[f_{j}(\mathbf{x}, t)-f_{j}^{\mathrm{eq}}(\mathbf{x}, t)\right] \tag{1}
\end{equation*}
$$

where $\Delta x$ and $\Delta t$ are the spatial and temporal discretizations, respectively, $f_{j}^{\text {eq }}$ is an equilibrium state for $f_{j}$, and $\tau$ is a dimensionless relaxation parameter corresponding to the dimensional relaxation time divided by $\Delta t$. Primitive variables, such as density and momentum, are determined from moments or linear combinations of $f_{j}$ with respect to $\mathbf{w}_{j}$. In turn, $f_{j}^{\text {eq }}$ is specified in terms of the primitive variables.

Evolution equations corresponding to the LB method have been derived in the past with a variety of techniques. The equations governing LB fluid flow models were first obtained using the Chapman-Enskog asymptotic procedure [11]. In this procedure, a non-dimensional form of Eq. (1) is converted into an asymptotic form by writing $\Delta x=c \Delta t$, where $c \equiv \Delta x / \Delta t$, and by introducing three expansions in terms of a small non-dimensional time step $\varepsilon$. These expansions include a Taylor series expansion of $f_{j}\left(\mathbf{x}+c \mathbf{w}_{j} \Delta t, t+\Delta t\right)$ about $f_{j}(\mathbf{x}, t)$, an asymptotic expansion of $f_{j}$ about $f_{j}^{\text {eq }}$, and an asymptotic expansion of time. When the appropriate moments are applied to the resulting equation, the LB fluid models are found to satisfy both the continuity and Navier-Stokes equations if the dimensional viscosity is defined as $v \propto(2 \tau-1) \Delta x^{2} / \Delta t$. Swift et al. [36] introduced a more straightforward method for analyzing LB fluid models that eliminates the need for multiple time scales. In their analysis, a Taylor series analysis of $f_{j}\left(\mathbf{x}+w_{j} \Delta t, t+\Delta t\right)$ about $f_{j}(\mathbf{x}, t)$ is introduced into Eq. (1), and $f_{j}$ is obtained in terms of $f_{j}^{\text {eq }}$ and derivatives of $f_{j}^{\text {eq }}$ through successive approximation. Another analytical procedure that avoids the need for multiple time scales was introduced by Junk [22]. In this procedure, the lattice Boltzmann equation is reduced to a solvable differential form by introducing the diffusion scaling, $\Delta t=\varepsilon^{2}=\Delta x^{2}$, in a Taylor series expansion of Eq. (1).

Connections between the LB method and finite difference methods have been made by a number of authors [1,9,22]. Ancona [1] examined the similarities between the LB formulation and the formulation of other fully Lagrangian schemes. More recently, Junk [22] analyzed how each of the Navier-Stokes differential operators are approximated in the LB method. Additionally, Junk demonstrated that the LB method can be viewed as a "linear combination of a direct and a relaxation scheme." Based upon Junk's analysis, Junk and Klar [23] derived a finite difference scheme which uses approximations for the differential operators that are similar to those of the LB method.

The Chapman-Enskog procedure has been used successfully to recover the continuity and NavierStokes equations. However, errors of the LB fluids model have only been explicitly reported through the same order as the viscous term, $\mathrm{O}(\varepsilon)$, with additional terms only denoted as $\mathrm{O}\left(\varepsilon^{2}\right)$ [21]. These analytical studies have been truncated at this order due in part to the cumbersome use of multiple time scales in the Chapman-Enskog procedure. As a result, numerical studies of the LB method have been the main source for determining the method's convergence, indicating that the method exhibits second-order spatial accuracy when $\tau$ is held constant [2,31,34]. Skordos [34] found that the method demonstrates second-order temporal accuracy when the grid is fixed. However, Reider and Sterling [32] found that the temporal convergence of the LB method is effectively first order when reducing all error terms consistently, and this finding can also be supported based on results of Junk's study [22].

There are two open issues on the lattice Boltzmann method that are considered in this paper. The first issue concerns the approach used to derive the governing equations for the LB method. If the LB method is viewed as a finite difference scheme, then it should be possible to derive the governing equations directly in terms of the model parameters ( $\Delta x, \Delta t$, and $\tau$ ) without the requirement that certain relations exist between these parameters. The second issue concerns numerical convergence of the LB scheme and its dependence on $\Delta x, \Delta t$, and $\tau$. This can only be determined by deriving all of the leading order truncation error terms in terms of the model parameters and by comparing these terms with the error from numerical simulation.

This paper addresses the two key issues outlined above through a systematic derivation of the truncation error in terms of each of the relevant model parameters. The paper is organized as follows: The analysis begins in Section 2, where an expression for the intermediate variable $f_{j}$ is derived directly in terms of an effective difference stencil for $f_{j}^{\text {eq }}$. With this effective stencil, a Taylor series expansion of $f_{j}^{\text {eq }}$ on the nodes of the lattice is used to express $f_{j}$ in differential form without the use of asymptotic expansions associated with the Chapman-Enskog method. These results are then used in Section 3 to provide the effective primitive variable difference stencils and truncation error for LB fluid models. The results are presented in one form assuming that $\tau$ is the independent parameter and in another assuming that $\Delta t$ is the independent parameter. In Section 4, the analytical results of Section 3 are compared with numerical results for flows that have exact solutions. The important issues of consistency and convergence of the LB method are addressed in Section 5 by analyzing lattice Boltzmann as a finite difference method. From this analysis, conclusions are drawn regarding selections of the relaxation parameter, $\tau$, and the discretization parameters $\Delta x$ and $\Delta t$. Finally, the important role of boundary conditions on the convergence of LB is discussed in Section 6.

## 2. Taylor series analysis of the lattice Boltzmann equation

The first step in the analysis of the lattice Boltzmann equation is to obtain explicit expressions for the intermediate variables, $f_{j}$, solely in terms of the equilibrium quantities, $f_{j}^{\text {eq }}$. To this end, the discrete Boltzmann equation (Eq. (1)) is recast so that $f_{j}(\mathbf{x}, t)$ appears on the left-hand side only,

$$
\begin{equation*}
f_{j}(\mathbf{x}, t)=\left(1-\frac{1}{\tau}\right) f_{j}\left(\mathbf{x}-\Delta x \mathbf{w}_{j}, t-\Delta t\right)+\frac{1}{\tau} f_{j}^{\mathrm{eq}}\left(\mathbf{x}-\Delta x \mathbf{w}_{j}, t-\Delta t\right) \tag{2}
\end{equation*}
$$

This expression is then applied recursively to eliminate $f_{j}$ from the right-hand side of Eq. (2). This provides the difference representation for $f_{j}$ in terms of $f_{j}^{\text {eq }}$,

$$
\begin{equation*}
f_{j}(\mathbf{x}, t)=\frac{1}{\tau} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1} f_{j}^{\mathrm{eq}}\left(\mathbf{x}-n \Delta x \mathbf{w}_{j}, t-n \Delta t\right) . \tag{3}
\end{equation*}
$$

While Eq. (2) is the actual stencil, or pattern [16], used to calculate $f_{j}$, Eq. (3) is the pattern which expresses the dependencies of $f_{j}$ upon the $f_{j}^{\text {eq 's }}$ alone. Therefore, it is useful to define Eq. (3) as an effective stencil for $f_{j}$ and to use this same terminology throughout the remaining analysis. The weights associated with each term in this effective stencil, relative to the weight of the nearest neighbor ( $n=1$ ), are plotted versus $n$ in Fig. 1 for various values of $\tau$. For $\tau<1$, the weights of the surrounding neighbors alternate in sign and decay with the distance $n$. The rate of decay increases as $\tau \leftarrow 1$, and when $\tau=1$, the effective computational stencil contains contributions from only the nearest neighboring node ( $n=1$ ). As $\tau$ increases past unity, the effective stencil again spreads, but with positive weights from each point in the effective stencil.

The next step in the analysis is to express $f_{j}$ in differential form using a direct Taylor series expansion of $f_{j}^{\text {eq }}$ :

$$
\begin{equation*}
f_{j}^{\mathrm{eq}}\left(\mathbf{x}-n \Delta x \mathbf{w}_{j}, t-n \Delta t\right)=f_{j}^{\mathrm{eq}}(\mathbf{x}, t)+\sum_{m=1}^{\infty} \frac{1}{m!}\left[-n \Delta t \partial_{t}-n \Delta x \mathbf{w}_{j} \cdot \nabla\right]^{m} f_{j}^{\mathrm{eq}}(\mathbf{x}, t) \tag{4}
\end{equation*}
$$

where the notation $\partial_{t}$ is used to denote time differentiation. Using this expansion in Eq. (3) yields

$$
\begin{equation*}
f_{j}(\mathbf{x}, t)=\frac{1}{\tau} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1} f_{j}^{\mathrm{eq}}(\mathbf{x}, t)+\frac{1}{\tau} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1} \frac{(-n)^{m}}{m!}\left[\Delta t \mathrm{\partial}_{t}+\Delta x \mathbf{w}_{j} \cdot \nabla\right]^{m} f_{j}^{\mathrm{eq}}(\mathbf{x}, t) \tag{5}
\end{equation*}
$$



Fig. 1. Relative contributions to the effective $f_{j}$ stencil from surrounding nodes.
Eq. (5) expresses $f_{j}$ in terms of $f_{j}^{\text {eq }}$ and its temporal and spatial gradients along the direction $\mathbf{w}_{j}$. This is written in a more convenient form as

$$
\begin{equation*}
f_{j}(\mathbf{x}, t)=f_{j}^{\mathrm{eq}}(\mathbf{x}, t)+\tau \sum_{m=1}^{\infty} \frac{p[\tau ; m]}{m!}\left[\Delta t \mathrm{\partial}_{t}+\Delta x \mathbf{w}_{j} \cdot \nabla\right]^{m} f_{j}^{\mathrm{eq}}(\mathbf{x}, t) \tag{6}
\end{equation*}
$$

where the infinite series $p[\tau ; m]$ is defined as

$$
\begin{equation*}
p[\tau ; m] \equiv \frac{1}{\tau^{2}} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1}(-n)^{m}=\frac{(-1)^{m}}{\tau(\tau-1)} L i_{-m}\left[1-\frac{1}{\tau}\right] . \tag{7}
\end{equation*}
$$

The notation $p[\tau ; m]$ is used to denote that $p$ is a continuous function of $\tau$ and is parameterized by the integer $m$. As indicated in Eq. (7), the infinite series in $p$ is related to the polylogarithm function, $L i$. This series converges to a polynomial in $\tau$ of order $m-1$ for all $m$ when $1 / 2<\tau<\infty$. The identity $p[\tau ; 0]=1 / \tau$ has been used to simplify Eq. (6), and for $m=1$ to 4,

$$
\begin{align*}
& p[\tau ; 1]=-1, \quad p[\tau ; 2]=2 \tau-1,  \tag{8}\\
& p[\tau ; 3]=-6 \tau^{2}+6 \tau-1, \quad p[\tau ; 4]=24 \tau^{3}-36 \tau^{2}+14 \tau-1 .
\end{align*}
$$

When $\tau=1, f_{j}$ is equal to $f_{j}^{\text {eq }}$ from the previous time and location and $p[1 ; m]=(-1)^{m}$. The same results in Eqs. (6)-(8) can be obtained simply through expansion of the discrete propagator:

$$
\begin{equation*}
f_{j}(\mathbf{x}, t)=\left[\frac{1}{1+\tau(\exp (D)-1)}\right] f_{j}^{\mathrm{eq}}(\mathbf{x}, t) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\left[\Delta t \partial_{t}+\Delta x \mathbf{w}_{j} \cdot \nabla\right] . \tag{10}
\end{equation*}
$$

Finally, it is necessary for the following analysis to note that the polynomials in Eq. (8) have roots at

$$
\begin{equation*}
\tau_{2}=\frac{1}{2}, \quad \tau_{3}=\frac{1}{2}+\frac{\sqrt{3}}{6} \approx 0.7887, \quad \tau_{4}=\frac{1}{2}+\frac{\sqrt{6}}{6} \approx 0.9082 \tag{11}
\end{equation*}
$$

where the subscripts of $\tau$ are used to denote the polynomials corresponding to each root.

The above results follow directly from a Taylor series analysis of the discrete Boltzmann equation. Unlike the Chapman-Enskog approach, this analysis does not require an assumed asymptotic relationship between $f_{j}$ and $f_{j}^{\text {eq }}$. Also, the present approach does not require the introduction of multiple time scales or the collection of terms at matching orders [5].

It should also be noted that the above results are derived directly from the recursive application of the LB equation without incorporating the effects of initial or boundary conditions. For practical simulations, these results will only be realized when the initial and boundary conditions are consistent with the LB equation. To the degree that Eq. (6) is not satisfied by these conditions, the particle distribution will be modified, and the resulting macroscopic equations will contain additional error terms. Therefore, the accuracy of initial and boundary conditions is critically important, and this is specifically addressed in Section 6.

## 3. Taylor series analysis of lattice Boltzmann fluid models

### 3.1. Model description

In this section, the LB fluid models for both the square and hexagonal grids are examined. In order to accommodate the square grid (S) as shown in Fig. 2, it is useful to expand slightly the notation, $\mathbf{w}_{j} \rightarrow \mathbf{w}_{\sigma i}$, $f_{j} \rightarrow \mathrm{f}_{\sigma i}$, where $\sigma$ is used to differentiate between diagonal $(\sigma=2)$ and Cartesian directions $(\sigma=1)$ and $i$ is used to denote a specific direction. For generality, this same notation is used for the hexagonal grid (H) (Fig. 3), where $\sigma$ is assigned the value 1 for all the vectors. Finally, $f_{0}$ is used for both grids to denote a value at each node corresponding to $\mathbf{w}_{0}=\mathbf{0}$.

In LB models, primitive variables are updated from linear combinations of the intermediate variables, $f_{\sigma i}$. In this paper, the focus is on fluid transport, and the common moments for $f_{\sigma i}$ and $f_{\sigma i}^{\text {eq }}$ are redefined as:

$$
\begin{align*}
& \rho=\sum_{\sigma i} f_{\sigma i} \Rightarrow p=c_{\mathrm{s}}^{2} \sum_{\sigma i} f_{\sigma i} \Rightarrow \varsigma^{2}\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) p=\sum_{\sigma i} f_{\sigma i},  \tag{12a}\\
& \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}}=\rho \Rightarrow \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}}=\varsigma^{2}\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) p,  \tag{12b}\\
& \rho u_{\alpha}=\sum_{\sigma i} f_{\sigma i} e_{\sigma i \alpha} \Rightarrow \rho u_{\alpha}=\left(\frac{\Delta x}{\Delta t}\right) \sum_{\sigma i} f_{\sigma i} w_{\sigma i \alpha},  \tag{13a}\\
& x_{2} \mathbf{w}_{22}=[-1,1]
\end{align*}
$$

Fig. 2. Lattice directions associated with a square grid LB scheme.


Fig. 3. Lattice directions associated with a hexagonal grid LB scheme.

$$
\begin{equation*}
\sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} e_{\sigma i \alpha}=\rho u_{\alpha} \Rightarrow\left(\frac{\Delta x}{\Delta t}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha}=\rho u_{\alpha}, \tag{13b}
\end{equation*}
$$

where $\mathbf{e}_{\sigma i}=c \mathbf{w}_{\sigma i}$ is commonly known as the microscopic velocity, $c_{\mathrm{s}}$ the speed of sound, $\varsigma$ is the ratio of the computational speed to the speed of sound $\left(\varsigma=c / c_{\mathrm{s}}\right), p$ is the pressure, $u$ the velocity, and $\rho$ is the density. Here, the equilibrium distributions are

$$
\begin{equation*}
f_{\sigma i}^{\mathrm{eq}}=\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) A_{\sigma} p+\left(\frac{\Delta t}{\Delta x}\right) B_{\sigma} w_{\sigma i \alpha} \rho u_{\alpha}+\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) C_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\alpha} u_{\beta}+\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) D_{\sigma} \rho u_{\alpha} u_{\alpha} . \tag{14}
\end{equation*}
$$

Written this way, either the standard LB model (replacing $p$ with $\rho c_{\mathrm{s}}^{2}$ ) or the so-called incompressible model of He and Luo [13] ( $\rho$ is a constant) can be recovered. The coefficients, $A_{\sigma}, B_{\sigma}, \ldots$, for both the hexagonal and square models are provided in Appendix A. It is worth noting that $\varsigma=\sqrt{3}$ corresponds to the typical choice [21] for this ratio and can be derived from the Maxwell-Boltzmann distribution function [14]. Using Eq. (3), which gives the effective stencil for $f_{\sigma i}$, the effective stencils for the primitive variables are obtained using the moment equations given in Eqs. (12a) and (13a):

$$
\begin{align*}
& \varsigma^{2}\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) p(\mathbf{x}, t)=\frac{1}{\tau} \sum_{\sigma i} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1} f_{\sigma i}^{\mathrm{eq}}\left(\mathbf{x}-n \Delta x \mathbf{w}_{\sigma i}, t-n \Delta t\right),  \tag{15}\\
& \rho u_{\alpha}(\mathbf{x}, t)=\left(\frac{\Delta x}{\Delta t}\right) \frac{1}{\tau} \sum_{\sigma i} \sum_{n=1}^{\infty}\left(1-\frac{1}{\tau}\right)^{n-1} w_{\sigma i x} f_{\sigma i}^{\mathrm{eq}}\left(\mathbf{x}-n \Delta x \mathbf{w}_{\sigma i}, t-n \Delta t\right) . \tag{16}
\end{align*}
$$

These equations can be viewed as the effective difference stencils of the lattice Boltzmann model for fluid mechanics. They express the primitive variables in terms of other primitive variables at other locations and times via the definition of the equilibrium distribution (Eq. (14)). The effective pressure and $x_{1}$-momentum stencils for $\tau=1$ on the square grid are provided in Appendix B.

### 3.2. Modified equations

To analyze the numerical accuracy and convergence properties of LB models, the modified equations must be examined. The term "modified equation" is reserved for the partial differential equation
approximated by the difference equations (Eqs. (15) and (16)). This includes both physically meaningful terms, i.e., the incompressible Navier-Stokes momentum equations, and numerical error terms representing the model error (compressibility) and truncation error. The process of introducing the definitions contained in Eq. (14) into Eqs. (15) and (16) and simplifying the results is shown in Appendix C. The physically meaningful terms that are produced correspond to the continuity and momentum equations. In order to recover the viscous term in the momentum equations the kinematic viscosity is expressed as

$$
\begin{equation*}
v=K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1) \Delta x^{2}}{2 \Delta t} ; \quad K_{\mathrm{S}}=\frac{1}{3}, \quad K_{\mathrm{H}}=\frac{1}{4} . \tag{17}
\end{equation*}
$$

The results shown and discussed here correspond to the so-called incompressible LB model of He and Luo [13]. The standard compressible model equations are also given in Appendix C. Also, to facilitate the analysis, it is useful to non-dimensionalize the continuity equations with

$$
\begin{equation*}
u^{*}=\frac{u}{U}, \quad x^{*}=\frac{x}{L}, \quad t^{*}=\frac{t U}{L}, \quad p^{*}=\frac{p}{\rho U^{2}}, \tag{18}
\end{equation*}
$$

where $U$ and $L$ are the characteristic velocity and length, respectively. Here, pressure and time are nondimensionalized using convective scales, which are most appropriate at high Reynolds numbers. Dropping the * notation, the non-dimensional conservation equations become
continuity:

$$
\begin{equation*}
\partial_{\alpha} u_{\alpha}=0+\text { C.E. }, \tag{19}
\end{equation*}
$$

momentum:

$$
\begin{equation*}
\partial_{t} u_{\alpha}+u_{\beta} \partial_{\beta} u_{\alpha}=-\partial_{\alpha} p+\frac{1}{R e} \partial_{\beta, \beta} u_{\alpha}+\text { M.E. } \tag{20}
\end{equation*}
$$

where C.E. and M.E. are the model and truncation error of the continuity and momentum equations, respectively. Here Einstein notation is used and $\partial_{\alpha}=\partial / \partial x_{\alpha}$.

The truncation and model error can be expressed in two forms depending upon whether $\Delta t$ or $\tau$ is considered the independent parameter in the viscosity relation (Eq. (17)). If $\tau$ is the independent parameter, then the continuity error is

$$
\begin{equation*}
\text { C.E. }=-\Delta x^{2} R e^{2}(2 \tau-1)^{2} \frac{K_{\mathrm{S}, \mathrm{H}} \varsigma^{2}}{4} \partial_{t} p+\mathrm{O}\left(\Delta x^{4}\right) . \tag{21}
\end{equation*}
$$

The first term on the right-hand side is the compressibility error. The truncation error in the momentum equation is

$$
\begin{align*}
\text { M.E. }= & \Delta x^{2}\left[\operatorname{Re}(2 \tau-1)^{2} \frac{K_{\mathrm{S}, \mathrm{H}}\left(1-2 K_{\mathrm{S}, \mathrm{H}} \mathrm{~S}^{2}\right)}{4} \partial_{\alpha}\left(\partial_{t} p\right)+\operatorname{Re}(2 \tau-1)^{2} \frac{K_{\mathrm{S}, \mathrm{H}}}{4} \partial_{\beta}\left(\partial_{t} u_{\alpha} u_{\beta}\right)\right. \\
& +K_{\mathrm{S}, \mathrm{H}} \frac{\left(-8 \tau^{2}+8 \tau-1\right)}{4} \partial_{\beta, \beta}\left(\partial_{t} u_{\alpha}\right)+K_{\mathrm{S}, \mathrm{H}} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{2} \partial_{\alpha, \beta, \beta}\left(p-\frac{u_{\lambda} u_{\lambda}}{2}\right) \\
& \left.+\frac{\left(-6 \tau^{2}+6 \tau-1\right)}{6} C_{\alpha \beta \gamma \omega \lambda \eta} \partial_{\beta, \gamma, \omega} u_{\lambda} u_{\eta}+\frac{1}{R e} \frac{\left(12 \tau^{2}-12 \tau+1\right)}{12 K_{\mathrm{S}, \mathrm{H}}} B_{\alpha \beta \gamma \omega \neq \eta} \partial_{\beta, \gamma, \omega, \eta} u_{\lambda}\right]+\mathrm{O}\left(\Delta x^{4}\right), \tag{22}
\end{align*}
$$

where the following notation has been introduced:

$$
\begin{align*}
& C_{\alpha \beta \gamma \omega \lambda \eta}=\sum_{\sigma i} C_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega} w_{\sigma i \lambda} w_{\sigma i \eta}  \tag{23a}\\
& B_{\alpha \beta \gamma \omega \lambda \eta}=\sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega} w_{\sigma i \lambda} w_{\sigma i \eta} \tag{23b}
\end{align*}
$$

The polynomials in Eq. (22), $(2 \tau-1)^{2},\left(-6 \tau^{2}+6 \tau-1\right)$, and $\left(12 \tau^{2}-12 \tau+1\right)$, correspond to $p[\tau ; 2]^{2}, p[\tau ; 3]$, and $p[\tau ; 4] / p[\tau ; 2]$, respectively. The roots for the polynomials are given in Eq. (11). Plots of the polynomials are presented versus $(2 \tau-1)$ in Fig. 4. These polynomials are significant because the choice of $\tau$ can strongly influence the size of each of the error terms in both Eqs. (21) and (22). The influence of $\tau$ on the error is investigated numerically and theoretically in Section 4 for steady and unsteady flows at various Reynolds numbers.

If $\Delta t$ is considered as an independent variable in the error analysis, then the continuity and momentum errors are rewritten as

$$
\begin{align*}
\text { C.E. }= & -\frac{\Delta t^{2}}{\Delta x^{2}} \varsigma^{2} \partial_{t} p+\mathrm{O}\left(\Delta t^{2}, \Delta x^{4},(\Delta t / \Delta x)^{4}\right)  \tag{24}\\
\text { M.E. }= & \frac{1}{R e} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{\left(1-2 K_{\mathrm{S}, \mathrm{H}} \varsigma^{2}\right)}{K_{\mathrm{S}, \mathrm{H}}} \partial_{\alpha}\left(\partial_{t} p\right)+\frac{1}{R e} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{1}{K_{\mathrm{S}, \mathrm{H}}} \partial_{\beta}\left(\partial_{t} u_{\alpha} u_{\beta}\right)+\left(\frac{K_{\mathrm{S}, \mathrm{H}} \Delta x^{2}}{4}-\frac{2}{R e^{2}} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{1}{K_{\mathrm{S}, \mathrm{H}}}\right) \partial_{\beta, \beta}\left(\partial_{t} u_{\alpha}\right) \\
& +\left(\frac{K_{\mathrm{S}, \mathrm{H}} \Delta x^{2}}{4}-\frac{3}{R e^{2}} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{1}{K_{\mathrm{S}, \mathrm{H}}}\right) \partial_{\alpha, \beta, \beta}\left(p-\frac{u_{\lambda} u_{\lambda}}{2}\right)+\left(\frac{\Delta x^{2}}{12}-\frac{1}{R e^{2}} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{1}{K_{\mathrm{S}, \mathrm{H}}^{2}}\right) C_{\alpha \beta \gamma \omega \lambda \eta} \partial_{\beta, \gamma, \omega} u_{\lambda} u_{\eta} \\
& +\frac{1}{\operatorname{Re} K_{\mathrm{S}, \mathrm{H}}}\left(\frac{1}{R e^{2}} \frac{\Delta t^{2}}{\Delta x^{2}} \frac{1}{K_{\mathrm{S}, \mathrm{H}}^{2}}-\frac{\Delta x^{2}}{6}\right) B_{\alpha \beta \gamma \omega \lambda \eta \eta} \partial_{\beta, \gamma, \omega, \eta} u_{\lambda}+\mathrm{O}\left(\Delta t^{2}, \Delta x^{4},(\Delta t / \Delta x)^{4}\right) \tag{25}
\end{align*}
$$

where $\Delta t$ is the dimensionless time scaled with $L / U$. Written this way, the kinetic theory parameter, $\tau$, has been eliminated and the truncation error is rigorously defined in terms of the discretization parameters $\Delta x$ and $\Delta t$.


Fig. 4. Magnitudes of $(2 \tau-1)^{2}(----),\left(-6 \tau^{2}+6 \tau-1\right)(-)$ and $\left(12 \tau^{2}-12 \tau+1\right)(---)$.

Again it is noted that the expressions for the truncation error given here are based on a high Reynolds number scaling. Written this way it appears that the error will diverge in the limit of zero Reynolds number. This is not the case, however, as could be shown using a low Reynolds number scaling. It is also noted that the ratio of the computational speed to the physical speed of sound, $\zeta$, affects the error as shown in Eqs. (21) and (24) and the top lines of Eqs. (22) and (25). In the simulations below this parameter is simply chosen to be fixed at $\varsigma=\sqrt{7 / 3}$.

## 4. Numerical validation

In this section, two analytic flows are simulated to assess the truncation error analysis presented in the previous section. These simulations are performed under ideal conditions in which the boundary or initial conditions can be prescribed exactly.

### 4.1. Steady flows

The re-circulating Kovasznay flow [25] (plotted in Fig. 5) is simulated here at Reynolds numbers of 0.1 and 10.0 for various values of $\tau$. The present study follows that of Noble et al. [31], in which the Kovasznay flow was employed to test LB boundary conditions for a square lattice. In their study, a variable density model was used. Here, the density is fixed [13] to eliminate compressibility effects, and the LB simulations are performed using a hexagonal lattice (oriented as in Fig. 3(a)).

The Kovasznay flow has an analytic solution as follows:

$$
\begin{align*}
& \hat{u}_{1}(\mathbf{x})=U_{0}\left[1-\exp \left(-\frac{\lambda x_{1}}{L}\right) \cos \left(\frac{2 \pi x_{2}}{L}\right)\right], \\
& \hat{u}_{2}(\mathbf{x})=-U_{0}\left[\frac{\lambda}{2 \pi} \exp \left(-\frac{\lambda x_{1}}{L}\right) \sin \left(\frac{2 \pi x_{2}}{L}\right)\right],  \tag{26}\\
& \hat{p}(\mathbf{x})=\frac{1}{2}\left[1-\exp \left(-\frac{\lambda x_{1}}{L}\right)\right],
\end{align*}
$$

where

$$
\begin{equation*}
\lambda=\left[R e^{2} / 4+4 \pi^{2}\right]^{1 / 2}-R e / 2 \tag{27}
\end{equation*}
$$



Fig. 5. Streamlines of the analytical solution to Kovasznay flow at $R e=10.0$.
and the Reynolds number, $R e$, is given by

$$
\begin{equation*}
R e=\frac{U_{0} L}{v} . \tag{28}
\end{equation*}
$$

This flow is periodic at $x_{2} / L= \pm 1 / 2$ and requires boundary conditions only at two values of $x_{1}$. Following the study by Noble et al. [31], the same domain of $-1 / 2 \leqslant x_{1} / L \leqslant 2$ is simulated here.

At the boundaries of the $x_{1}$ numerical domain, there are two unknown $f_{\sigma i}$ for a hexagonal grid oriented as in Fig. 3(a). To determine these unknown quantities and the pressure at the boundaries, the boundary conditions of Noble et al. [30] are used. These conditions come from imposing the expressions for pressure (Eq. 12(a)) and momentum (Eq. 13(a)) at the boundaries. For the hexagonal grid, these constraints are sufficient and maintain the modified equations of the internal fluid.

Simulations are performed here using a hexagonal lattice with a $92 \times 32$ grid. For the simulations, the relative error is determined by

$$
\begin{equation*}
E 1=\frac{\sum_{x_{1}, x_{2}}\left|u_{1}-\hat{u}_{1}\right|}{\sum_{x_{1}, x_{2}}\left|\hat{u}_{1}\right|}+\frac{\sum_{x_{1}, x_{2}}\left|u_{2}-\hat{u}_{2}\right|}{\sum_{x_{1}, x_{2}}\left|\hat{u}_{2}\right|} . \tag{29}
\end{equation*}
$$

This error is plotted in Fig. 6 for both the high and low Reynolds number simulations; the trends are similar to those from the analytical results in Fig. 4. For the $R e=10.0$ simulations, the minimum error occurs at $\tau=0.807 \pm 0.001$, while the root for $\left(6 \tau^{2}-6 \tau+1\right)$ is at $\tau \approx 0.7889$. Additionally, when Figs. 6 and 4 are compared, the $\left(6 \tau^{2}-6 \tau+1\right)$ variation in error becomes apparent. This result is consistent with the error analysis, which shows that the two dominant error terms at high Reynolds numbers are multiplied by $\left(6 \tau^{2}-6 \tau+1\right)$ and the minimum should be at $\tau \approx 0.7889$. At $R e=0.1$, the minimum in error occurs at $\tau=0.907 \pm 0.001$, which is near the root of $\left(12 \tau^{2}-12 \tau+1\right)$ at $\tau \approx 0.9082$. Again, when Figs. 6 and 4 are compared, the $\left(12 \tau^{2}-12 \tau+1\right)$ variation in error appears. For this particular problem, the high Reynolds number error analysis successfully predicts that the minimum in error should lie at $\tau \approx 0.9082$. However, if a diffusive scaling is used, which is generally more appropriate at low Reynolds numbers, a pressure gradient term is apparent at the same order and is multiplied by $\left(6 \tau^{2}-6 \tau+1\right)$.


Fig. 6. Error for Kovasznay flow simulations on hexagonal grid with Noble et al.'s [22] consistent boundary conditions for $\operatorname{Re}=10.0$ (■) and $R e=0.1(*)$.

The same series of simulations has also been performed using both half and double the number of grid points. From these simulations, the error decreases quadratically with the number of points for any fixed value of $\tau$. Similar convergence has been reported throughout the literature [6]. Finally, to test the analysis at higher Reynolds numbers, a limited series of simulations at $R e=100$ have been performed on a fine grid of size $368 \times 128$. Results from these simulations demonstrate the same general trends in the error with $\tau$ as predicted for high Reynolds numbers and as found from the $R e=10$ simulations. Additionally, a minimum in the error occurs at $\tau=0.775 \pm 0.005$, which is near the predicted root of $\tau \approx 0.7889$ and the root for the $R e=10$ simulation at $\tau=0.807$.

### 4.2. Time-varying flows

Here, a translating shear flow is simulated at three Reynolds numbers for various values of $\tau$. This study is motivated by the work of Skordos [34], where initial conditions were tested with this particular flow and several other time-varying flows.

Translating shear flow has the simple analytic solution

$$
\begin{align*}
& \hat{u}_{1}(\mathbf{x}, t)=U_{1} \\
& \hat{u}_{2}(\mathbf{x}, t)=U_{2} \cos \left(k x_{1}-k U_{1} t\right) \exp \left(-k^{2} v t\right) . \tag{30}
\end{align*}
$$

This flow has pure shear in the $x_{2}$-direction and a simple translation in the $x_{1}$-direction at a velocity of $U_{1}$. In his work, Skordos [34] chose $v=1.0, U_{2}=1.0$, and $U_{1}=1.0$. Here, the first two choices are imposed and the third is relaxed in order to test a range of Reynolds numbers. The Reynolds number is therefore defined based upon $U_{1}$ as

$$
\begin{equation*}
R e_{1}=\frac{L_{1} U_{1}}{v} . \tag{31}
\end{equation*}
$$

Skordos used a hexagonal grid oriented as in Fig. 3(b) and chose $k=1$ so that $L_{1}=2 \pi$. Simulations were performed on the domain $0 \leqslant x_{1} \leqslant 2 \pi$ and $0 \leqslant x_{2} \leqslant \pi \sqrt{3}$ for an equal number of nodes in both directions. Since the flow is periodic, there is no need for boundary conditions but initial conditions must be prescribed carefully.

To obtain high accuracy initial conditions, $f_{\sigma i}$ is obtained from Eq. (6) and is evaluated through the fourth degree derivatives:

$$
\begin{equation*}
f_{\sigma i}(\mathbf{x}, t=0)=f_{\sigma i}^{\mathrm{eq}}(\mathbf{x}, 0)+\tau \sum_{m=1}^{4} \frac{p[\tau ; m]}{m!}\left[\Delta t \partial_{t}+\Delta x \mathbf{w}_{\sigma i} \cdot \nabla\right]^{m} f_{\sigma i}^{\mathrm{eq}}(\mathbf{x}, 0) . \tag{32}
\end{equation*}
$$

The exact temporal and spatial derivatives are then used in evaluating this expression. This approach is merely a higher order version of Skordos' [34] implementation of initial conditions.

Translating shear flow is simulated on a hexagonal grid with dimensions $30 \times 30$ for cross Reynolds numbers of zero (pure shear, no translation), $2 \pi$, and $20 \pi$. The relative error is determined at the time $t v k^{2}=1.0$, which corresponds to $t=1.0$ for the parameters given above. This error is calculated as in Eq. (29), and when $U_{1}=0$ only the second term in Eq. (29) is evaluated. Simulation results at the three Reynolds numbers are plotted in Fig. 7. For the high Reynolds flow, $R e_{1}=20 \pi$, the error decreases as $(2 \tau-1)^{2}$, or equivalently, with $\Delta t^{2}$. Again, this result is confirmed directly from the error analysis for high Reynolds number flows. At $R e_{1}=2 \pi$, however a minimum begins to appear near the root of $\left(6 \tau^{2}-6 \tau+1\right)$, which is $\tau \approx 0.7887$. For pure shear $\left(R e_{1}=0.0\right)$ this root is quite clear. The minimum in error can be confirmed by the prior analysis but requires direct evaluation of each error term.


Fig. 7. Error for translating decaying shear flow, high accuracy initial conditions for $R e_{1}=20 \pi(\boldsymbol{\square}), R e_{1}=10 \pi(\bullet)$, and $R e_{1}=0(\mathbf{\Delta})$.

## 5. Lattice Boltzmann as a finite difference method

### 5.1. Lattice Boltzmann $(\tau \neq 1)$ versus nearest-neighbor centered differences $(\tau=1)$

The analysis above allows comparison of the LB method for $\tau \neq 1$ to the nearest-neighbor finite difference scheme for $\tau=1$. In this section, this comparison is performed by expanding upon the role of $\tau$ in the effective difference stencils given in Eqs. (15) and (16).

The LB fluid models should be considered first for $\tau=1$. Again the effective difference stencils for this case are provided in Appendix B. Junk and Klar [23] provided a comprehensive analysis of how the differential operators are approximated by the individual finite difference stencils within Eqs. (B.2) and (B.4). Here, our focus is placed on the form of the effective $x_{1}$-momentum stencil. From the effective $x_{1}$ momentum stencil, the momentum for a node at time $t+\Delta t$ is determined largely as an average of the surrounding nodes' momenta from time $t$. This approach introduces artificial viscous terms (numerical diffusion error) and the kinematic viscosity is $v=K_{\mathrm{S}, \mathrm{H}} \Delta x^{2} / 2 \Delta t$. It is useful however, to note that this same formulation could be viewed as that of a typical centered difference scheme operating at the Courant-Friedrichs-Lewy limit for diffusion, $\Delta t \propto \Delta x^{2} / v$.

When $\tau$ is allowed to vary away from unity, the effective primitive variable difference stencils in Eqs. (15) and (16) extend further in space and time. As these effective stencils vary with $\tau$, the derivative coefficients vary in the associated modified equations. Therefore this variation is found both in the viscous term and the error terms. For $\tau>1$, the weights in the effective primitive variable stencils are of the same sign along any given direction and the derivative coefficients increase with the derivative degree and $\tau$. For $\tau<1$, the weights in the effective stencils oscillate about zero, which results in partial and eventually full cancellation of derivatives as the roots of the associated polynomials in $\tau$ are approached. However, it is not possible to minimize more than one order of derivative in any given simulation. Therefore, optimum choices can be made for $\tau$ only when the dominant error terms appear with the same order derivatives. This condition is satisfied in all cases for high Reynolds number flows. Again, for unsteady flows this optimum choice is $\tau=1 / 2$ and for steady flows is $\tau \approx 0.7889$. For low Reynolds number flows, however, there is a spread in the derivative degrees of the leading error terms. The only exception to this rule is when there is steady
pure-shear flow. For this limiting case, the optimum choice is $\tau \approx 0.9089$. In general, it is wise to simply choose $\tau<1$ for low Reynolds flows.

At this point it becomes clear that the LB model has higher accuracy for $\tau<1$ when compared to the simpler nearest-neighbor finite difference scheme associated with $\tau=1$. This increased accuracy is demonstrated in each of the simulations presented above. The higher accuracy is obtained in a manner similar to using leap-frog methods or wide difference stencils. However, unlike these other methods, only a few error terms can be eliminated in the LB model for any choice of $\tau$. The implication of this constraint is that the formal order of the method remains the same and convergence with $\tau$ can be considered as hyperconvergence. This explains why the method still converges quadratically with the grid spacing for a given value of $\tau$. However, hyper-convergence cannot be dismissed, which can be significant depending upon the Reynolds number.

The analysis and discussion above is consistent with other findings in literature. The preferred choice of operating in the "over-relaxation" regime ( $\tau<1$ ) for all flows is commonly accepted in the lattice Boltzmann community. Additionally, Swift et al. [36] found a minimum in "spurious velocities" near $\tau \approx 0.7889$ for their liquid-vapor LB model. Swift et al. also correctly noted that the next order error terms in their expansion are eliminated for this choice. In general, however, the choice of $\tau<1$ has come in the past from kinetic theory or the "wave-number dependence of the evolution operator" [2]. Finally, it is worth noting that He et al. [15] found that the LB method reduces to a standard centered-difference solution for steady one-dimensional flows on a square grid. Therefore, for this special case, the error is independent of $\tau$. The same expression for error can be obtained by manipulation of Eq. (22) for this special case.

### 5.2. Consistency and temporal accuracy

The direct Taylor series analysis from Section 3 can also be used to analyze the consistency and temporal accuracy of LB methods. Eqs. (24) and (25) describe the truncation error of LB for a given $\Delta x$ and $\Delta t$. The relaxation time $\tau$ has been completely eliminated from these expressions using the definition of the kinematic viscosity so that the complete dependence of the error on the discretization parameters can be determined. From the leading-order truncation error terms, two major conclusions can be drawn. First, LB is formally second-order accurate in $\Delta t$ for constant $\Delta x$. Second, the class of LB methods treated here remains consistent only if $\Delta t$ decreases faster than $\Delta x$. Specifically, for the truncation error to vanish as the grid is refined, Eqs. (24) and (25) require that $\Delta t / \Delta x \rightarrow 0$ for the continuity equation and $\Delta t /(\operatorname{Re} \Delta x) \rightarrow 0$ for the momentum equation. As described below, the methods typically used to satisfy these consistency requirements reduce the realizable accuracy of the method to first order in $\Delta t$. In terms of the dimensional lattice size and time step these requirements can be expressed as $U /(\Delta x / \Delta t) \rightarrow 0$ (from the continuity equation) and $(v / L) /(\Delta x / \Delta t) \rightarrow 0$ (from the momentum equation). The constraint on the consistency of the continuity equation is familiar to LB practitioners as the Mach number constraint. Here it has been shown that the fundamental basis for this Mach number constraint is the convergence criterion that $\Delta t$ must decrease faster than $\Delta x$, as indicated by Eq. (24). The consistency requirement for the momentum equation can be stated that the computational speed ( $\Delta x / \Delta t$ ) must increase with refinement as compared to the diffusion speed $(v / L)$.

It is worthwhile to mention the effect that the consistency constraint has on adaptively or a priori refined simulations using LB such as those found in literature [8,10,14,27]. In these simulations, a refined lattice region is patched with a coarse region in an effort to reduce the discretization error in regions of high gradients. In matching the solution across different grids, the viscosity and computational speed are typically held constant [10]. However, the truncation errors from Eqs. (24) and (25) clearly show that maintaining the same $\Delta x / \Delta t$ ratio as the grid is refined will not allow convergence to the Navier-Stokes equations. In practice, Fillapova and Hanel [10] were careful to constrain the value of $\tau<1$ even for fine grids, but they also noted that this limits the degree of refinement that can be practically achieved. It is shown here that this constraint is based on the fact, that for steady or unsteady flows, a constant ratio


Fig. 8. Convergence for Kovasznay flow for $R e=10.0$ on a hexagonal grid for $\Delta t / \Delta x^{2}$ constant ( $\boldsymbol{\square}$ ) and $\Delta t / \Delta x$ constant ( $\uparrow$ ). The common point for the coarse grid corresponds to $\tau=0.65$.
$\Delta x / \Delta t$ produces a constant error term that does not reduce with grid refinement. This point is demonstrated in Fig. 8 by plotting the error versus grid size for the Kovasznay flow for both constant $\Delta x / \Delta t$ and constant $\Delta x^{2} / \Delta t$. With constant $\Delta x / \Delta t$, the error decreases initially with grid refinement and then rises towards a constant value as the grid is refined further.

Lattice Boltzmann methods are similar to finite difference methods regarding the above consistency consideration. The relationship between LB and Dufort-Frankel discretizations was previously [1] pointed out for the diffusion equation. Both methods are consistent only if $\Delta t$ decreases faster than $\Delta x$. Analysis of the Dufort-Frankel discretization [37] shows that one method of satisfying this consistency requirement is to insist that the quantity $\Delta t / \Delta x^{2}$ remain constant as the grid is refined, so that $\Delta t$ decreases as $\Delta x^{2}$. If this specification is introduced into Eqs. (24) and (25), the terms of order $\Delta t^{2} / \Delta x^{2}$ become of order $\Delta t$. For fixed viscosity and fixed $\Delta t / \Delta x^{2}, \tau$ remains constant according to Eq. (30). Consequently, when refining the mesh with constant $\tau$, LB discretizations are order $\Delta t$. This is in agreement with Reider and Sterling's [32] conclusions concerning the temporal accuracy of LB methods based on compressibility considerations. It is also important to note that at constant $\tau$, LB methods are consistent. All terms in the truncation error vanish with $\Delta t$ and $\Delta x^{2}$ for transient problems and $\Delta x^{2}$ for steady flows. This convergence is also demonstrated for the Kovasznay flow in Fig. 8.

In summary, the LB method is second-order accurate in time for fixed lattice spacing and is first order accurate in time and second-order accurate in space when refining the lattice spacing with constant $\tau$. If the lattice spacing is reduced with a constant ratio $\Delta x / \Delta t$, LB is non-convergent. In this case, the error will reduce with mesh refinement until the $\Delta t^{2} / \Delta x^{2}$ term becomes dominant compared to the other terms which are either $\mathrm{O}\left(\Delta x^{2}\right)$ or $\mathrm{O}\left(\Delta t^{2}\right)$. Further decreasing the mesh size will not reduce the error.

## 6. Initial and boundary conditions

In the previous sections, the convergence of the LB method is examined assuming that $f_{\sigma i}$ extends infinitely in space and time. In this section, the convergence is examined for cases where additional truncation error is introduced via approximating initial or boundary conditions for $f_{\sigma i}$.


Fig. 9. Error for Kovasznay flow on square grid with third order extrapolation at $R e=10.0(\boldsymbol{\square}), \operatorname{Re}=0.1(\mathbf{\Delta})$ and with second-order extrapolation at $R e=10.0(\square), R e=0.1(\triangle)$.

Over the years, a number of boundary condition formulations have been proposed based upon concepts such as bounce-back [24], numerical consistency [30], asymptotic expansions [34], and extrapolation [ $7,10,28]$. Each of these boundary condition formulations has been shown to converge quadratically with grid size. However, numerical accuracy as a function of $\tau$ is also of interest, based upon the discussions in the previous sections. To demonstrate the influence of $\tau$ on accuracy, the Kovasznay flow from Section 4 is simulated on a square grid $(80 \times 32)$ with both second- and third-order extrapolation boundary conditions [7]. Specifically, these boundary conditions are

$$
\begin{align*}
f_{\sigma i}(\mathbf{x}, t) & =2 f_{\sigma i}\left(\mathbf{x}+\Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right)-f_{\sigma i}\left(\mathbf{x}+2 \Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right), \\
f_{\sigma i}(\mathbf{x}, t) & =3 f_{\sigma i}\left(\mathbf{x}+\Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right)-3 f_{\sigma i}\left(\mathbf{x}+2 \Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right)+f_{\sigma i}\left(\mathbf{x}+3 \Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right) . \tag{33}
\end{align*}
$$

Results for the series of simulations are provided in Fig. 9. Results of the second-order extrapolation demonstrate that the choice of $\tau$ can have a large effect upon the accuracy. However, this is not the same hyper-convergence shown in Fig. 6. This difference shows that the boundary condition error can dominate the error of the interior fluid.

Skordos [34] simulated a number of time-varying flows including transient shear flow discussed above. In his work, Skordos derived boundary and initial conditions by expressing $f_{\sigma i}$ as $f_{\sigma i}^{\text {eq }}$ plus leading order terms from what is equivalent to Eq. (6). Using the notation introduced in this paper, $f_{\sigma i}$ is expressed as

$$
\begin{equation*}
f_{\sigma i}(\mathbf{x}, t=0)=f_{\sigma i}^{\mathrm{eq}}(\mathbf{x}, 0)-\tau \Delta t\left(B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \partial_{\beta} \rho u_{\alpha}-\frac{A_{\sigma}}{\varsigma^{2}} \partial_{\alpha} \rho u_{\alpha}\right)(\mathbf{x}, 0), \tag{34}
\end{equation*}
$$

where the second term inside the brackets is obtained by replacing the time derivative of pressure. With this formulation, the spatial derivatives are obtained from finite difference approximations. This initial condition is used to simulate the translating shear flow from above on the hexagonal grid. Results for the simulations are provided in Fig. 10. These results compare well with those in Fig. 7 for the moderate and high Reynolds number flows. Therefore, it is accurate to say that hyper-convergence with $\tau$ is obtained for


Fig. 10. Error for translating decaying shear flow on hexagonal grid with Skordos' [27] initial conditions for $R e_{1}=20 \pi(\square), R e_{1}=10 \pi$ $(\star)$, and $R e=0(\mathbf{\Delta})$.
this flow regime. In his work, Skordos [34] also finds hyper-convergence for the periodic decaying Taylor vortex. For this particular flow, the error decreases with $(2 \tau-1)^{2}$, or equivalently with $\Delta t^{2}$, for a fixed grid. Skordos also simulated a number of time-varying flows in which boundaries are also prescribed. Unfortunately, results for these flow simulations indicate that the hyper-convergence is lost again with the imposition of the boundary condition for velocity.

In summary, the accuracy of LB models depend considerably upon the choice of $\tau$, and this dependence varies from model to model based upon boundary conditions. A Taylor series analysis needs to be performed for boundary conditions like that performed here for the internal fluid.

## 7. Conclusions

In this paper, a recursive application of the lattice Boltzmann (LB) equation is employed to obtain explicit forms for the effective primitive variable stencils in LB schemes. From these effective stencils, the modified equations for LB fluid flow models are obtained directly from Taylor series expansions. The truncation error, associated with the modified equations, is then expressed in two equivalent forms: one in terms of $\Delta x$ and $\Delta t$ and one in terms of $\Delta x$ and the relaxation parameter $\tau$. The analytical results are tested for both low and high Reynolds numbers through numerical simulation of steady 2-D Kovasznay flow and 1-D decaying shear flow.

When the modified equations are expressed solely in terms of $\tau$ and $\Delta x$, the error varies with the product of $\Delta x^{2}$ and low order polynomials in $\tau$. When $\tau=1$, the LB method is identical to a nearest-neighbor finite difference scheme with polynomials in $\tau$ of unit magnitude. When $\tau<1$, the effective stencil extends in space and time with contributions that alter in sign. For optimal choices of $\tau$ (the roots of the polynomials), cancellation of error terms can occur, thereby resulting in hyper-convergence of the LB method. By scaling the modified equations appropriately, the truncation error varies as $(2 \tau-1)^{2}$ with a minimum at $\tau=1 / 2$, or equivalently with $\Delta t^{2}$, for time-varying high Reynolds number flows. For steady high Reynolds number flows, the error varies as $\left(6 \tau^{2}-6 \tau+1\right)$ with a minimum at $\tau \approx 0.7889$. This scaling breaks down for low Reynolds number flows, but a definite root appears at $\tau \approx 0.9082$ for steady shear flows, with the error varying as $\left(12 \tau^{2}-12 \tau+1\right)$.

When the modified equations are written solely in terms of $\Delta t$ and $\Delta x$, the LB method is second-order accurate in time for fixed lattice spacing and is first-order accurate in time and second-order accurate in space when refining with constant $\Delta x^{2} / \Delta t$. If the lattice spacing is reduced by maintaining a constant ratio $\Delta x / \Delta t$, the LB method does not converge. In this case, the error reduces with mesh refinement until the $\Delta t^{2} / \Delta x^{2}$ term becomes dominant compared to the other terms which are either $\mathrm{O}\left(\Delta x^{2}\right)$ or $\mathrm{O}\left(\Delta t^{2}\right)$. Further decreasing the mesh size does not reduce the error.

Finally, it is worth mentioning that the LB method has potential benefits over a standard explicit centered finite difference scheme for $\tau<1$ due to hyper-convergence. However, these benefits are generally offset by the approximation of boundary conditions whose accuracy depends on $\tau$.
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## Appendix A. Equilibrium distribution

An expression for the equilibrium distribution, $f_{\sigma i}^{\text {eq }}$, is introduced in Eq. (14). Coefficients in this expression for the hexagonal grid are

$$
\begin{align*}
& A_{0}=\varsigma^{2}-2, \quad D_{0}=-1, \\
& A_{1}=\frac{1}{3}, \quad B_{1}=\frac{1}{3}, \quad C_{1}=\frac{2}{3}, \quad D_{1}=-\frac{1}{6} . \tag{A.1}
\end{align*}
$$

Coefficients for square grid are

$$
\begin{align*}
& A_{0}=\varsigma^{2}-\frac{5}{3}, \quad D_{0}=-\frac{2}{3}, \\
& A_{1}=\frac{1}{3}, \quad B_{1}=\frac{1}{3}, \quad C_{1}=\frac{1}{2}, \quad D_{1}=-\frac{1}{6},  \tag{A.2}\\
& A_{2}=\frac{1}{12}, \quad B_{2}=\frac{1}{12}, \quad C_{2}=\frac{1}{8}, \quad D_{2}=-\frac{1}{24} .
\end{align*}
$$

## Appendix B. Effective difference stencils for $\boldsymbol{\tau}=\mathbf{1}$

The LB fluids model is a unique nearest-neighbor finite difference scheme when $\tau=1$. For $\tau=1$, Eq. (15) can be written as

$$
\begin{equation*}
\varsigma^{2} p(\mathbf{x}, t)=\left(\frac{\Delta x^{2}}{\Delta t^{2}}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}}\left(\mathbf{x}-\Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right) \tag{B.1}
\end{equation*}
$$

For the square grid, this can be written as

$$
\begin{align*}
\varsigma^{2} p(\mathbf{x}, t+\Delta t)= & \varsigma^{2} p(\mathbf{x}, t)+\frac{\Delta x}{12 \Delta t}\left[\begin{array}{lll}
1 & 0 & -1 \\
4 & 0 & -4 \\
1 & 0 & -1
\end{array}\right] \rho u_{1}(t)+\frac{\Delta x}{12 \Delta t}\left[\begin{array}{ccc}
-1 & -4 & -1 \\
0 & 0 & 0 \\
1 & 4 & 1
\end{array}\right] \rho u_{2}(t) \\
& +\frac{1}{12}\left[\begin{array}{ccc}
-1 & 0 & 1 \\
-4 & 0 & 4 \\
-1 & 0 & 1
\end{array}\right] p(t)+\frac{1}{4}\left[\begin{array}{ccc}
-1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & -1
\end{array}\right] \rho u_{1} u_{2}(t)+\frac{1}{12}\left[\begin{array}{ccc}
1 & -2 & 1 \\
4 & -8 & 4 \\
1 & -2 & 1
\end{array}\right] \rho u_{1}^{2}(t) \\
& +\frac{1}{12}\left[\begin{array}{ccc}
1 & 4 & 1 \\
-2 & -8 & -2 \\
1 & 4 & 1
\end{array}\right] \rho u_{2}^{2}(t) . \tag{B.2}
\end{align*}
$$

When $\tau=1$, Eq. (16) is

$$
\begin{equation*}
\rho u_{\alpha}(\mathbf{x}, t)=\frac{\Delta x}{\Delta t} \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}}\left(\mathbf{x}-\Delta x \mathbf{w}_{\sigma i}, t-\Delta t\right) . \tag{B.3}
\end{equation*}
$$

The $x_{1}$-momentum equation is then

$$
\begin{align*}
\rho u_{1}(\mathbf{x}, t+\Delta t)= & \frac{1}{12}\left[\begin{array}{lll}
1 & 0 & 1 \\
4 & 0 & 4 \\
1 & 0 & 1
\end{array}\right] \rho u_{1}(t)+\frac{1}{12}\left[\begin{array}{ccc}
-1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & -1
\end{array}\right] \rho u_{2}(t)+\frac{\Delta t}{12 \Delta x}\left[\begin{array}{ccc}
1 & 0 & -1 \\
4 & 0 & -4 \\
1 & 0 & -1
\end{array}\right] p(t) \\
& +\frac{\Delta t}{4 \Delta x}\left[\begin{array}{ccc}
-1 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 1
\end{array}\right] \rho u_{1} u_{2}(t)+\frac{\Delta t}{12 \Delta x}\left[\begin{array}{ccc}
1 & 0 & -1 \\
4 & 0 & -4 \\
1 & 0 & -1
\end{array}\right] \rho u_{1}^{2}(t) \\
& +\frac{\Delta t}{12 \Delta x}\left[\begin{array}{ccc}
1 & 0 & -1 \\
-2 & 0 & 2 \\
1 & 0 & -1
\end{array}\right] \rho u_{2}^{2}(t) . \tag{B.4}
\end{align*}
$$

The individual stencils within Eqs. (B.2) and (B.4) were examined extensively by Junk and Klar [23].

## Appendix C. Modified equations

Derivation of the modified equations for the LB fluid model is given below. The starting point is the Taylor series expansion of the effective stencil for $f_{j}$ in Eq. (3), which yields Eq. (6). With the substitutions, $f_{j} \rightarrow f_{\sigma i}$ and $w_{j} \rightarrow w_{\sigma i}$, Eq. (6) is written as

$$
\begin{equation*}
f_{\sigma i}=f_{\sigma i}^{\mathrm{eq}}+\tau \sum_{m=1}^{\infty} \frac{p[\tau ; m]}{m!}\left[\Delta t \mathrm{\partial}_{t}+\Delta x \mathbf{w}_{\sigma i} \cdot \nabla\right]^{m} f_{\sigma i}^{\mathrm{eq}} \tag{C.1}
\end{equation*}
$$

This expression can be rewritten by expanding the terms of the Taylor series with the binomial theorem:

$$
\begin{equation*}
f_{\sigma i}=f_{\sigma i}^{\mathrm{eq}}+\tau \sum_{m=1}^{\infty} \frac{p[\tau ; m]}{m!} \sum_{q=0}^{m} \frac{m!}{(m-q)!q!}\left[\Delta t \partial_{t}\right]^{m-q}\left[\Delta x \mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} . \tag{C.2}
\end{equation*}
$$

For reasons that will be clear later, a factor of $\Delta t$ is then brought out of the expansion,

$$
\begin{equation*}
f_{\sigma i}=f_{\sigma i}^{\mathrm{eq}}+\tau \Delta t \sum_{m=1}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} . \tag{C.3}
\end{equation*}
$$

The presentation below uses a combination of vector and Einstein notation for the differential operators and other vector quantities. Writing the term corresponding to $m=4$ and $q=2$ in Einstein notation, for example, yields

$$
\begin{equation*}
\left[\partial_{t}\right]^{2}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{2} f_{\sigma i}^{\mathrm{eq}}=\partial_{t, t}\left(\partial_{\alpha, \beta} f_{\sigma i}^{\mathrm{eq}}\right) w_{\sigma i \alpha} w_{\sigma i \beta}=\partial_{t, t, \alpha, \beta} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} w_{\sigma i \beta} . \tag{C.4}
\end{equation*}
$$

The effective pressure and momentum stencils in Eqs. (15) and (16) come from moments of the effective stencil for $f_{\sigma i}$. Therefore, the Taylor series expansions for these effective stencils can be obtained from the moments of Eq. (C.3). The modified equation for the pressure is obtained from the zeroth moment of (C.3) and is written as

$$
\begin{equation*}
0=\tau \Delta t \sum_{m=1}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} \tag{C.5}
\end{equation*}
$$

since the zeroth moment of $f_{\sigma i}^{\text {eq }}$ equals the zeroth moment of $f_{\sigma i}$. Dividing through by $\tau \Delta t$ and explicitly expanding terms through $m=1$ then produces

$$
\begin{equation*}
0=-\partial_{t} \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}}-\partial_{\alpha}\left(\frac{\Delta x}{\Delta t}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i x}+\sum_{m=2}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} . \tag{C.6}
\end{equation*}
$$

Substituting in the definitions for the zeroth and first moments of $f_{\sigma i}^{\text {eq }}$ (Eqs. (12b) and (13b)) and the general form for $f_{\sigma i}^{\text {eq }}$ (Eq. (14)) provides

$$
\begin{align*}
0= & -\varsigma^{2}\left(\frac{\Delta t^{2}}{\Delta x^{2}}\right) \partial_{t} p-\partial_{\alpha} \rho u_{\alpha}+\sum_{m=2}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q} \Delta x^{q-1}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} B_{\sigma} w_{\sigma i \alpha} \rho u_{\alpha} \\
& +\sum_{m=2}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q+1} \Delta x^{q-2}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\alpha} u_{\beta}+D_{\sigma} \rho u_{\alpha} u_{\alpha}\right)\right\} . \tag{C.7}
\end{align*}
$$

This is the continuity equation for the LB method.
The modified equation for momentum is obtained by multiplying the first moment of Eq. (C.3) times $(\Delta x / \Delta t)$. This step results in the expression

$$
\begin{equation*}
0=\left(\frac{\Delta x}{\Delta t}\right) \tau \Delta t \sum_{m=1}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} \tag{C.8}
\end{equation*}
$$

since the first moment of $f_{\sigma i}^{\text {eq }}$ equals the first moment of $f_{\sigma i}$. Taking this expansion through $m=2$ and dividing by $\tau \Delta t$ provides

$$
\begin{align*}
0= & -\partial_{t}\left(\frac{\Delta x}{\Delta t}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha}-\partial_{\beta}\left(\frac{\Delta x^{2}}{\Delta t^{2}}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} w_{\sigma i \beta}+\frac{(2 \tau-1)}{2} \partial_{t, t} \Delta x \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} \\
& +\frac{(2 \tau-1)}{2} \partial_{\beta, \gamma}\left(\frac{\Delta x^{3}}{\Delta t^{2}}\right) \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma}+(2 \tau-1) \partial_{t, \beta} \frac{\Delta x^{2}}{\Delta t} \sum_{\sigma i} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} w_{\sigma i \beta} \\
& +\sum_{m=3}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-2} \Delta x^{q+1}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} f_{\sigma i}^{\mathrm{eq}} w_{\sigma i \alpha} . \tag{C.9}
\end{align*}
$$

Again substituting in definition for the first moment of $f_{\sigma i}^{\mathrm{eq}}$ and the general form for $f_{\sigma i}^{\mathrm{eq}}$ (Eq. (14)) provides

$$
\begin{align*}
0= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \sum_{\sigma i}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha} w_{\sigma i \beta}+\frac{(2 \tau-1) \Delta t}{2} \partial_{t, t} \rho u_{\alpha}+\frac{(2 \tau-1) \Delta x^{2}}{2 \Delta t} \partial_{\beta, \gamma} \\
& \times \sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\omega}+(2 \tau-1) \Delta t \partial_{t, \beta} \sum_{\sigma i}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha} w_{\sigma i \beta} \\
& +\sum_{m=3}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\beta}+\sum_{m=3}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!}\right. \\
& \left.\times \Delta t^{m-q} \Delta x^{q-1}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha}\right\} \tag{C.10}
\end{align*}
$$

where the fact that odd moments of $\mathbf{w}_{\sigma i}$ are zero has been imposed. The following are useful identities for the even moments of $\mathbf{w}_{\sigma i}$ on the square and hexagonal lattices:

Hexagonal:

$$
\begin{equation*}
\sum_{i} w_{\sigma i \alpha} w_{\sigma i \beta}=3 \delta_{\alpha \beta}, \quad \sum_{i} w_{\sigma i x} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega}=3 / 4 \Delta_{\alpha \beta \gamma \omega} . \tag{C.11a}
\end{equation*}
$$

## Square:

$$
\begin{align*}
& \sum_{i} w_{\sigma i \alpha} w_{\sigma i \beta}=\left\{\begin{array}{ll}
2 \delta_{\alpha \beta}, & \sigma=1, \\
4 \delta_{\alpha \beta}, & \sigma=2,
\end{array} \quad \sum_{i} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega}= \begin{cases}2 \delta_{\alpha \beta \gamma \nu}, \\
4 \Delta_{\alpha \beta \gamma \omega}-8 \delta_{\alpha \beta \gamma \omega}, & \sigma=2,\end{cases} \right.  \tag{C.11b}\\
& \Delta_{\alpha \beta \gamma \omega}=\delta_{\alpha \beta} \delta_{\gamma \omega}+\delta_{\alpha \gamma} \delta_{\beta \omega}+\delta_{\alpha \omega} \delta_{\beta \gamma}, \quad \delta_{\alpha \beta \gamma \omega}= \begin{cases}1, & \alpha=\beta=\gamma=\omega, \\
0, & \text { otherwise }\end{cases} \tag{C.12}
\end{align*}
$$

Using these identities, the momentum equation, Eq. (C.10), becomes

$$
\begin{align*}
0= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1) \Delta x^{2}}{2 \Delta t}\left(\partial_{\beta, \beta} \rho u_{\alpha}+2 \partial_{\alpha, \beta} \rho u_{\beta}\right)+\Delta t \frac{(2 \tau-1)}{2}\left\{\partial_{t}^{2} \rho u_{\alpha}+2 \partial_{t, \beta}\left(\rho u_{\alpha} u_{\beta}\right.\right. \\
& \left.\left.+p \delta_{\alpha \beta}\right)\right\}+\sum_{m=3}^{\infty} \sum_{q=0}^{m} \frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q-1} \Delta x^{q}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\beta} \\
& +\sum_{m=3}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!} \Delta t^{m-q} \Delta x^{q-1}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha}\right\}, \tag{C.13}
\end{align*}
$$

where the coefficient $K_{\mathrm{S}, \mathrm{H}}$ is specific to the grid. The coefficients for the square and hexagonal grid are

$$
\begin{equation*}
K_{\mathrm{S}}=\frac{1}{3}, \quad K_{\mathrm{H}}=\frac{1}{4} \tag{C.14}
\end{equation*}
$$

Eq. (C.13) is then a form of the Navier-Stokes equation if the kinematic viscosity is defined as

$$
\begin{equation*}
v=K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1) \Delta x^{2}}{2 \Delta t} . \tag{C.15}
\end{equation*}
$$

This expression reveals a relationship between the discretization parameters. Either $\Delta t$ or $\tau$ can be eliminated from the truncation error using this expression. Using $\Delta t \rightarrow K_{\mathrm{S}, \mathrm{H}}(2 \tau-1) \Delta x^{2} /(2 v)$ the continuity equation becomes

$$
\begin{align*}
0= & -\Delta x^{2} \varsigma^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2}(2 \tau-1)^{2}}{4 v^{2}} \partial_{t} p-\partial_{\alpha} \rho u_{\alpha}+\sum_{m=2}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!}\right. \\
& \left.\times\left(\frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)}{2 v}\right)^{m-q} \Delta x^{2 m-q-1}\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} B_{\sigma} w_{\sigma i \alpha} \rho u_{\alpha}\right\} \quad(=0 \text { for q even }) \\
& +\sum_{m=2}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!}\left(\frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)}{2 v}\right)^{m-q+1} \Delta x^{2 m-q}\right. \\
& \left.\times\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\alpha} u_{\beta}+D_{\sigma} \rho u_{\alpha} u_{\alpha}\right)\right\} \quad(=0 \text { for } q \text { odd }) . \tag{C.16}
\end{align*}
$$

The same substitution into the momentum equation in Eq. (C.13) provides

$$
\begin{align*}
0= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+v\left(\partial_{\beta, \beta} \rho u_{\alpha}+2 \partial_{\alpha, \beta} \rho u_{\beta}\right)+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v}\left(\partial_{t}^{2} \rho u_{\alpha}+2 \mathrm{\partial}_{t, \beta}\left(\rho u_{\alpha} u_{\beta}+p \delta_{\alpha \beta}\right)\right) \\
& +\sum_{m=3}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!}\left(\frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)}{2 v}\right)^{m-q-1} \Delta x^{2 m-q-2}\right. \\
& \left.\times\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q} B_{\sigma} w_{\sigma i \alpha} W_{\sigma i \beta} \rho u_{\beta}\right\} \quad(=0 \text { for } q \text { odd }) \\
& +\sum_{m=3}^{\infty} \sum_{q=0}^{m}\left\{\frac{p[\tau ; m]}{(m-q)!q!}\left(\frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)}{2 v}\right)^{m-q} \Delta x^{2 m-q-1}\right. \\
& \left.\times\left[\partial_{t}\right]^{m-q} \sum_{\sigma i}\left[\mathbf{w}_{\sigma i} \cdot \nabla\right]^{q}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha}\right\} \quad(=0 \text { for } q \text { even }) . \tag{C.17}
\end{align*}
$$

In the work presented above, there are no assumptions about the relative sizes of $\tau, \Delta x$, or $\Delta t$. These expressions are valid for all ranges of these parameters. In order to consistently truncate these equations, however, the relative sizes of the error terms must be assessed. Each of these terms in Eqs. (C.16) and (C.17) can be written as $\mathrm{O}\left(\tau^{r} \Delta x^{r}\right)$, where $r$ is a function of $m$ and $q$. Formally, the ordering for these terms should be in terms of dimensionless quantities. However, while $\tau$ is already dimensionless, $\Delta x$ is not. Therefore, it is assumed here that $\Delta x$ is dimensionless with respect to a relevant length scale, and later this non-dimensionalization is introduced explicitly. As long as $\Delta x$ vanishes at a rate significantly faster than $\tau$ grows, these terms may be considered to be $\mathrm{O}\left(\Delta x^{r}\right)$. This assumption is used now so that the leading order terms can be determined based solely on the associated powers of $\Delta x$. This assumption may be violated, however, when simulations are refined with $\Delta t=\Delta x$, which results in $\tau \rightarrow \Delta x^{-1}$. For this case, the truncation error below is still correct, but the relative ordering of the terms may not be. In other words, terms that would otherwise be insignificant, might be promoted and become dominant. The discussion in Section 5.1 clearly shows that this regime should be avoided, however. For the wide range of parameters for which this assumption is valid, identifying the leading order terms simply requires finding the maximum powers of $\Delta x$ in the truncation error.

For Eq. (C.16), the first summation term is maximized when $(2 m-q-1)$ is minimized and $q$ is odd, and the second summation term is maximized when $(2 m-q)$ is minimized and $q$ is even. Truncating terms in Eq. (C.16) that are $\mathrm{O}\left(\Delta x^{4}\right)$ or higher yields

$$
\begin{align*}
0= & -\partial_{\alpha} \rho u_{\alpha}-\Delta x^{2} \varsigma^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2}(2 \tau-1)^{2}}{4 v^{2}} \partial_{t} p+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{2 v} \partial_{t, \alpha} \sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} \rho u_{\beta} \\
& +\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v} \partial_{\alpha, \beta} \sum_{\sigma i}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\gamma} u_{\omega}+D_{\sigma} \rho u_{\gamma} u_{\gamma}\right) w_{\sigma i \alpha} w_{\sigma i \beta} \\
& +\Delta x^{2} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{6} \partial_{\alpha, \beta, \gamma} \sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\omega}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.18}
\end{align*}
$$

Using the identities from Eqs. (C.11a), (C.11b) and (C.12) yields a simpler form for the continuity equation:

$$
\begin{align*}
0= & -\partial_{\alpha} \rho u_{\alpha}+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{2}\left(\partial_{\beta, \beta, \alpha} \rho u_{\alpha}\right) \\
& +\Delta x^{2} \frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)^{2}}{4 v}\left\{-\frac{K_{\mathrm{S}, \mathrm{H}} \varsigma^{2}}{v} \partial_{t} p+2 \partial_{t, \alpha} \rho u_{\alpha}+\partial_{\alpha, \beta}\left(p \delta_{\alpha, \beta}+\rho u_{\alpha} u_{\beta}\right)\right\}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.19}
\end{align*}
$$

Following the same procedure for Eq. (C.17), the first summation term is maximized when ( $2 m-q-2$ ) is minimized and $q$ is even, and the second summation term is maximized when $(2 m-q-1)$ is minimized and $q$ is odd. The modified momentum equation including the leading order terms is then

$$
\begin{align*}
0= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+v\left(\partial_{\beta, \beta} \rho u_{\alpha}+2 \partial_{\alpha, \beta} \rho u_{\beta}\right)+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v}\left(\partial_{t}^{2} \rho u_{\alpha}+2 \partial_{t, \beta}\left(\rho u_{\alpha} u_{\beta}+p \delta_{\alpha \beta}\right)\right) \\
& +\Delta x^{2} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{6}\left\{3 \partial_{t, \beta, \gamma} \sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega} \rho u_{\omega}+\partial_{\beta, \gamma, \omega, \omega} \sum_{\sigma i}\left(A_{\sigma} p+C_{\sigma} w_{\sigma i \lambda} w_{\sigma i \eta} u_{\lambda} u_{\eta}\right.\right. \\
& \left.\left.+D_{\sigma} u_{\lambda} u_{\lambda}\right) w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \omega}\right\}+\Delta x^{2} v \frac{\left(12 \tau^{2}-12 \tau+1\right)}{12 K_{\mathrm{S}, \mathrm{H}}} \\
& \times \partial_{\beta, \gamma, \omega, \lambda} \sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i\rangle} w_{\sigma i \omega} w_{\sigma i \lambda} w_{\sigma i \eta} \rho u_{\eta}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.20}
\end{align*}
$$

Using the identities in Eqs. (C.11a), (C.11b) and (C.12) provides a simpler form of the momentum equation

$$
\begin{align*}
0= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+v\left(\partial_{\beta, \beta} \rho u_{\alpha}+2 \partial_{\alpha, \beta} \rho u_{\beta}\right)+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v}\left\{\partial_{t}^{2} \rho u_{\alpha}+2 \partial_{t, \beta}\left(\rho u_{\alpha} u_{\beta}+p \delta_{\alpha, \beta}\right)\right\} \\
& +\Delta x^{2} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{2}\left\{K_{\mathrm{S}, \mathrm{H}} \partial_{t}\left(\partial_{\beta, \beta} \rho u_{\alpha}+2 \partial_{\alpha, \beta} \rho u_{\beta}\right)+K_{\mathrm{S}, \mathrm{H}} \partial_{\alpha, \beta, \beta}\left(p-\frac{\rho u_{\gamma} u_{\gamma}}{2}\right)\right. \\
& \left.+\frac{1}{3} C_{\alpha \beta \lambda \gamma \omega \omega} \partial_{\beta, \gamma, \omega} \rho u_{\lambda} u_{\eta}\right\}+\Delta x^{2} v \frac{\left(12 \tau^{2}-12 \tau+1\right)}{12 K_{\mathrm{S}, \mathrm{H}}} B_{\alpha \beta \lambda \gamma, \omega \eta} \partial_{\beta, \gamma,, \omega, \eta} \rho u_{\eta}+\mathrm{O}\left(\Delta x^{4}\right), \tag{C.21}
\end{align*}
$$

where

$$
\begin{align*}
& B_{\alpha \beta \gamma \omega i n}=\sum_{\sigma i} B_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i\rangle} w_{\sigma i \lambda} w_{\sigma i \omega} w_{\sigma i \eta},  \tag{C.22a}\\
& C_{\alpha \beta i \gamma \sigma \omega}=\sum_{\sigma i} C_{\sigma} w_{\sigma i \alpha} w_{\sigma i \beta} w_{\sigma i \gamma} w_{\sigma i \lambda} w_{\sigma i \omega} w_{\sigma i \eta} . \tag{C.22b}
\end{align*}
$$

To further simplify the continuity and momentum equations in Eqs. (C.19) and (C.21), these equations can be combined to eliminate undesirable terms in the truncation error.

Eq. (C.19) can first be simplified by applying Eq. (C.21) to eliminate the third term on the second line of Eq. (C.19). Specifically,

$$
\begin{align*}
0 & =C 19+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v} \nabla(C 21) \\
& =-\partial_{\alpha} \rho u_{\alpha}+\Delta x^{2} \frac{K_{\mathrm{S}, \mathrm{H}}}{4}\left(\partial_{\beta, \beta, \alpha} \rho u_{\alpha}\right)+\Delta x^{2} \frac{K_{\mathrm{S}, \mathrm{H}}(2 \tau-1)^{2}}{4 v}\left\{-\frac{K_{\mathrm{S}, \mathrm{H} \zeta^{2}}}{v} \partial_{t} p+\partial_{t, \alpha} \rho u_{\alpha}\right\}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.23}
\end{align*}
$$

This equation can be further simplified then since,

$$
\begin{align*}
0 & =C 23+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v} \partial_{t}(C 23)+\Delta x^{2} \frac{K_{\mathrm{S}, \mathrm{H}}}{4} \nabla^{2}(C 23) \\
& =-\partial_{\alpha} \rho u_{\alpha}-\Delta x^{2} \varsigma^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2}(2 \tau-1)^{2}}{4 v^{2}} \partial_{t} p+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.24}
\end{align*}
$$

The continuity equations are then

$$
\begin{array}{ll}
\rho \text { constant : } & \partial_{\alpha} u_{\alpha}=-\frac{\Delta x^{2}}{\rho} \varsigma^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2}(2 \tau-1)^{2}}{4 v^{2}}\left(\partial_{t} p\right)+\mathrm{O}\left(\Delta x^{4}\right) \\
\rho \text { varying : } & \partial_{\alpha} u_{\alpha}=-\frac{\Delta x^{2}}{\rho} \varsigma^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2}(2 \tau-1)^{2}}{4 v^{2}}\left(\partial_{t} p+u_{\alpha} \partial_{\alpha} p\right)+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.26}
\end{array}
$$

This first result is used for the error analysis in the main text. In a similar fashion, Eq. (C.21) can be simplified using

$$
\begin{align*}
0= & C 21+2 v \nabla(C 24)+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}}\left(-6 \tau^{2}+6 \tau-1\right) \nabla \partial_{t}(C 24) \\
= & -\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+v \partial_{\beta, \beta} \rho u_{\alpha}+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v}\left\{-2 K_{\mathrm{S}, \mathrm{H}} \zeta^{2} \partial_{\alpha}\left(\partial_{t} p\right)+\partial_{t}^{2} \rho u_{\alpha}\right. \\
& \left.+2 \partial_{t, \beta}\left(\rho u_{\alpha} u_{\beta}+p \delta_{\alpha, \beta}\right)\right\}+\Delta x^{2} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{2}\left\{K_{\mathrm{S}, \mathrm{H}} \partial_{\beta, \beta}\left(\partial_{t} \rho u_{\alpha}\right)+K_{\mathrm{S}, \mathrm{H}} \partial_{\alpha, \beta, \beta}\left(p-\frac{\rho u_{\gamma} u_{\gamma}}{2}\right)\right. \\
& \left.+\frac{1}{3} C_{\alpha \beta \beta \gamma \omega ⿻} \partial_{\beta, \gamma, \omega} \rho u_{\lambda} u_{\eta}\right\}+\Delta x^{2} v \frac{\left(12 \tau^{2}-12 \tau+1\right)}{12 K_{\mathrm{S}, \mathrm{H}}} B_{\alpha \beta \gamma \gamma, o n} \partial_{\beta, \gamma,, \omega, \eta} \rho u_{\eta}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.27}
\end{align*}
$$

A final combination provides

$$
\begin{align*}
0= & C 27+\Delta x^{2} \frac{K_{\mathrm{S}, \mathrm{H}}}{v} \frac{(2 \tau-1)^{2}}{4} \partial_{t}(C 27)=-\partial_{t} \rho u_{\alpha}-\partial_{\beta} \rho u_{\alpha} u_{\beta}-\partial_{\alpha} p+v \partial_{\beta, \beta} \rho u_{\alpha} \\
& +\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{(2 \tau-1)^{2}}{4 v}\left\{\left(1-2 K_{\mathrm{S}, \mathrm{H}} \zeta^{2}\right) \partial_{\alpha}\left(\partial_{t} p\right)+\partial_{\beta}\left(\partial_{t} \rho u_{\alpha} u_{\beta}\right)\right\}+\Delta x^{2} K_{\mathrm{S}, \mathrm{H}} \frac{\left(-8 \tau^{2}+8 \tau-1\right)}{4} \partial_{\beta, \beta}\left(\partial_{t} \rho u_{\alpha}\right) \\
& +\Delta x^{2} \frac{\left(-6 \tau^{2}+6 \tau-1\right)}{2}\left\{K_{\mathrm{S}, \mathrm{H}} \partial_{\alpha, \beta, \beta}\left(p-\frac{\rho u_{\nu} u_{\gamma}}{2}\right)+\frac{1}{3} C_{\alpha \beta \lambda_{\nu \omega n}} \partial_{\beta, \gamma, \omega} \rho u_{\lambda} u_{\eta}\right\} \\
& +\Delta x^{2} v \frac{\left(12 \tau^{2}-12 \tau+1\right)}{12 K_{\mathrm{S}, \mathrm{H}}} B_{\alpha \beta \lambda_{\nu \omega \eta}} \partial_{\beta, \gamma, \omega, \eta} \rho u_{\eta}+\mathrm{O}\left(\Delta x^{4}\right) . \tag{C.28}
\end{align*}
$$

The momentum equations are then

$$
\begin{array}{ll}
\rho \text { constant : } & \partial_{t} u_{\alpha}+u_{\beta} \partial_{\beta} u_{\alpha}=-\frac{1}{\rho} \partial_{\alpha} p+v \partial_{\beta, \beta} u_{\alpha}+\frac{1}{\rho} \text { T.E. } \\
\rho \text { varying : } & \partial_{t} u_{\alpha}+u_{\beta} \partial_{\beta} u_{\alpha}=-\frac{1}{\rho} \partial_{\alpha} p+v \partial_{\beta, \beta} u_{\alpha}+\frac{v}{\rho c_{s}^{2}}\left(u_{\alpha} \partial_{\beta, \beta} p+\left(\partial_{\beta} u_{\alpha}\right)\left(\partial_{\beta} p\right)\right)+\frac{1}{\rho} \text { T.E. } \tag{C.30}
\end{array}
$$

The truncation error, T.E. is the last three lines of Eq. (C.28) and is presented in the main body of the text.
In the main body of the text, the continuity and momentum equations are presented in dimensionless form for $\rho$ constant. When $\rho$ is variable, one obtains the following dimensionless conservation equations when $\tau$ is considered the independent variable:

$$
\begin{align*}
& \partial_{\alpha} u_{\alpha}=-\Delta x^{2} R e^{2}(2 \tau-1)^{2} \frac{K_{\mathrm{S}, \mathrm{H}}^{2} \varsigma^{2}}{4 \rho}\left(\partial_{t} p+u_{\alpha} \partial_{\alpha} p\right)+\mathrm{O}\left(\Delta x^{4}\right),  \tag{C.31}\\
& \partial_{t} u_{\alpha}+u_{\beta} \partial_{\beta} u_{\alpha}=-\partial_{\alpha} p+\frac{1}{R e} \partial_{\beta, \beta} u_{\alpha}+\frac{R e \Delta x^{2}}{\rho} K_{\mathrm{S}, \mathrm{H}}^{2} \mathrm{~S}^{2} \frac{(2 \tau-1)^{2}}{4}\left(u_{\alpha} \partial_{\beta, \beta} p+\left(\partial_{\beta} u_{\alpha}\right)\left(\partial_{\beta} p\right)\right)+\frac{1}{\rho} \text { M.E. } \tag{C.32}
\end{align*}
$$

The momentum error, M.E., is only a slight variation of that presented in the main text for $\rho$ constant.
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